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演講摘要： 

In this talk, I will introduce a series of latent topic models which are 

developed for unsupervised speech and language processing. In general, 

latent topics are extracted to reflect the unknown clusters and explore 

the underlying structure from a set of observation data through an 

unsupervised procedure. However, the observation data are usually 

heterogeneous and significantly scaling up in the era of big data. It 

becomes crucial to build a hierarchical, adaptive, scalable and flexible 

topic model. Considering this perspective, I will survey a series of 

solutions, which are implemented by using approximate Bayesian inference 

based on variational Bayesian and Gibbs sampling, and point out possible 

extensions for speech and language applications. 

 


