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Abstract. Web advertising (Online advertising), a form of advertising that uses 
the World Wide Web to attract customers, has become one of the world’s most 
important marketing channels. This paper addresses the mechanism of Content-
Oriented advertising (Contextual advertising), which refers to the assignment of 
relevant ads within the content of a generic web page, e.g. blogs. As blogs 
become a platform for expressing personal opinion, they naturally contain 
various kinds of expressions, including both facts and comments of both a 
positive and negative nature. In this paper, we propose the utilization of 
sentiment detection to improve Web-based contextual advertising. The 
proposed SOCA (Sentiment-Oriented Contextual Advertising) framework aims 
to combine contextual advertising matching with sentiment analysis to select 
ads that are related to the positive (and neutral) aspects of a blog and rank them 
according to their relevance. We experimentally validate our approach using a 
set of data that includes both real ads and actual blog pages. The results clearly 
indicate that our proposed method can effectively identify those ads that are 
positively correlated with the given blog pages. 
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1   Introduction 

With the rapid growth and popularization of the World Wide Web, it has become 
one of the most essential media channels for advertising. According to the IAB1 
(Interactive Advertising Bureau), Internet advertising revenues exceeded 5.2 billion 
USD for the third quarter of 2007, representing yet another historic quarterly record 
and a 25.3 percent gain over Q3 2006. The statistics clearly show that advertisers are 
increasingly using the Web since it not only produces good consumer interaction, but 
is also highly flexible in terms of both geography and time. Furthermore, multiple 
forms of Web advertising are available, including plain text, video, and e-mail 
(including spam). Generally, for text-based ads, there are two main categories [1], [2]:  

Sponsored Search (Keyword Targeted Marketing): an advertiser bids a reasonable 
price using certain keywords or phrases in order to appear at a certain position in 
lists of advertisers. Then, a list of ranked ads are triggered by user’s search 
keyword (query) and placed on the result pages from a search engine [17].  

                                                           
1 http://www.iab.net/ 

mailto:chia@csie.ncu.edu.tw


Content-Oriented Advertising (Contextual Advertising): This uses an intermediate 
ad matching system that parses the content of a page and returns those ads that are 
most relevant to currently-viewed pages, either through ads placements or pop-ups. 
For instance, if a user is browsing a web page about mobile phones, ads related to 
the content of this page may be selected by Google’s content-based advertising 
system2 (Google AdSense). These ads can be arbitrarily displayed in predefined 
positions, as shown in Figure 1.  

Some prior studies have suggested that strong relevance increases the number of 
click-throughs [4], [16]. However, existing content-oriented advertising strategies 
only attempt to match relevant ads to a given web page, which we refer to using the 
term correlation, but they neglect to distinguish positive and negative correlations 
between ads and the pages on which they are placed. For example, as shown in Figure 
1, an ad agency system might place the three most relevant ads about mobile phone 
on the top of a web page. However, the content of this page may describe reasons 
why someone should consider not using a mobile phone. We hypothesize that such 
ads that conflict with the negative orientation of the page are less likely to trigger 
click-throughs. In other words, even if an ad is related to the content of a triggering 
page, the ad agency system should avoid placing ads on pages which discuss the 
product/service in a negative light. Moreover, it is likely that blog owners themselves 
may not be happy about advertisements that directly conflict with their opinions.  
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Ads

Negative 
Opinion

conflict

 
Fig. 1. Correlation ads conflicting with blog content. 

Hence, in this paper, we proposed an ad matching mechanism, which we refer to 
as Sentiment-Oriented Contextual Advertising (SOCA), based on sentiment detection 
to associate ads with blog pages. Instead of traditional placement of relevant ads, 
SOCA emphasizes that the ad agency’s system should provide relevant ads that are 
related to the positive (and neutral) aspects of the page in order to best attract 
consumers. To evaluate our proposed method, we used a real-word collection 
comprising ads and blog pages respectively from Google AdSense and Blog-Search 
Engine3. The results suggested that our proposed method can effectively match 
relevant ads to a given blog page.  

The rest of this paper is organized as follows: Section 2 provides background 
information on current on-line advertising and sentiment detection. Section 3 
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introduces our methodology. The experimental evaluations are presented in Section 4. 
Section 5 outlines some related work. Finally, we present conclusions and future 
directions in Section 6.  

2   Background 
In this section, we briefly describe current on-line content-oriented advertising 

and review the main concepts in opinion detection and sentiment classification.  
2.1   Content-Oriented Advertising 

Without a loss of generality, in content-oriented advertising, an ad generally 
features a title, a text-based abstract, and a hyperlink. For example, as shown in 
Figure 1, the first ad is selected by Google, the title is “AT&T Wireless,” usually 
depicted in bold or a colorful font, the abstract is “Large Selection of Free Cell 
Phones visit AT&T Wireless Official Site.” The latter is generally concise due to 
space limitations. The hyperlink is “www.att.com/wireless,” which links to an ad web 
page, known as the landing page.  

In general, a functional estimation is to calculate the number of click-throughs or 
judge whether a user’s activity is consistent with the relevant ad guidelines. The most 
widespread model for contextual ads is CPC (Cost Per Click), also known as PPC 
(Pay Per Click). Advertisers pay every time a user clicks on their ads and is redirected 
to their web site. They do not actually pay for the ads, but instead they pay only when 
the ads are clicked. A number of studies have suggested that strong relevance 
definitely increases the number of ad clicks [4], [16]. Hence, in this study, we 
similarly assume that the probability of a click for a given ad and page is determined 
by the ad’s relevance score with respect to the page. For simplicity, we ignored the 
positional effect of ad placement and pricing models, as in [1], [2], [9], [13].  
2.2   Sentiment Detection  

Recently, TREC4 (Text Retrieval Conference) developed a blog task (called 
TREC-BLOG) that focuses on information retrieval from blog documents. A core 
task is opinion retrieval that focuses on a specific aspect of blogs: the opinionated 
nature of the writing (e.g., products, movies and political candidates). The opinion 
retrieval task involves locating blog posts that express an opinion about a given target. 
It can be summarized as “What do people think about <target>.” The target not only 
can be a named entity (e.g., name of a person, or organization) but also a concept 
(such as a type of technology), or an event. Another main task is polarity opinion 
retrieval (sentiment classification) that aims to determine the polarity of the opinions 
in the retrieved documents/sentences, namely whether the opinions are positive, 
negative or mixed.  

3   SOCA Framework 
In our sentiment-oriented contextual advertising framework (SOCA), the 

advertising system processes the content of the page, detects sentiment, and then 
searches the ad collection to find the best matching ads. Thus, we focused on how to 
construct a scoring function to determine the relationship between the ads and a blog 
page. Given a page p, which we called a triggering page, and a set of ads A, the task 
is to select ads ai∈A related to the content of a page. We designed three processes to 
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assign the relevant ads to a given page, as shown in Figure 2. The sentiment detection 
mechanism is adopted to detect the sentiment of the blog’s contents. We subsequently 
removed those sentences that reflect negative sentiments. Then, due to limitations in 
information about the ads and a certain page, we selected some specific terms in the 
triggering page as a set of seed words that were then used for vocabulary expansion to 
enhance the likelihood of intersection with available ads. A linear combination 
function using the traditional cosine similarity and an ontology mapping function was 
deployed for the page-ad matching strategy to rank the ads.  
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Fig. 2. The SOCA Framework.              Fig. 3. Process for generating 

                                         associated terms. 
3.1   Sentiment Detection 

Our aim is to apply a sentiment technique for recognizing the intent of a blog page. 
In this study, we regarded a sentence as the minimum unit and we tried to identify 
opinion-bearing sentences, and classify their sentiment into positive and negative 
semantic categories using machine learning algorithm and simple linear models.  

The first sentiment detection method uses the SVM algorithm with different 
feature sets, namely uni-gram and opinion-bearing words (pre-selected opinion-
bearing words from [5]). We adopted the LibSVM developed by Lin et al. [3]. To 
implement this learning algorithm on our dataset, we used the standard bag-of-
features framework. Let {f1,…,fm} be a predefined set of m feature that can appear in 
a document. Let wi(d) be the weight of fi that occurs in document d. Then, each 
document d is represented by the document vector. d

r
 = (w1(d), w2(d),…, wm(d)). As 

for the weighting value, here we used the tf-idf value. Besides, to build an efficient 
learning model, we divided the task of detecting the sentiment of a sentence into two 
steps, each of which belongs to a binary classification problem. The first is an 
identification step that aims to identify whether the sentence is subjective or objective. 
The second is a classification step that classifies the subjective sentences as positive 
or negative.  

We applied a dictionary from [5] to assign each word a weight in either a 
positive, negative or objective direction for designing our second sentiment approach, 
as follows:  

) worda ofsign  the(  :1  Model
1

Π
=

n

w

                    (1) 

Model 1 simply considers the polarities of the sentiments. The intuition here is based 
on English grammar like “double negation”. For example, consider a positive 
sentiment, “I will never be unmoved whenever I see the film.” Although this sentence 
contains two negative words never and unmoved, it will be reversed into a positive 
sentiment by the above formula. As for Model 2, it mainly assesses the strength of 



sentence sentencestrength; hence, we can sum the strength of each word and the 
sentencestrength can then be normalized by its length, as follows:  

sentence oflength  the/) worda ofstrength  the( :2 Model
1
∑
=

n

w

          (2) 

In model 2, we defined a threshold ε (default value of 0.35) to determine the sentence 
categories according to iterative experiments. 
3.2   Term Expansion 

In general, a blog page can be about any theme while the advertisements are 
concise in nature. Hence, the intersections of terms between ads and pages are very 
low. If we only consider the existing terms included in a triggering page, an ad agency 
may not accurately retrieve relevant ads, even when an ad is related to a page. 
According to [1], considering the ads’ abstracts and titles is not sufficient to perform 
page-ad matching. Thus, a term expansion of the keywords in the triggering page as 
well as the ads is conducted to increase the overlap. For a triggering page, because not 
all the words included in a page are useful to carry out term expansion, we simply 
took the terms tagged as nouns (NN & NNS) as candidate terms from which we 
generate a set of seed terms according to the following rules.  

TCapitalization: Whether a candidate term is capitalized is an indication of it being a 
proper noun, or an important word. 
Thypertext: Whether a candidate term is part of the anchor text of a hypertext link.  
Ttitle: Whether a candidate term is part of the post’s title.  
Tfrequency: Consistent with term frequency, we considered the three most frequently 
occurring candidate terms as a subset of the seed terms.  

Subsequently, the set of seed terms (SeedTerm = TCapitalization∪Thypertext∪Ttitle∪Tfrequency) 
undergoes three term expanding methods.  

For the first method, we submitted each seed term to WordNet5 to acquire its 
synonyms. For instance, a noun car has the synonym automobile. However, since 
many product names and acronyms are not covered by WordNet, we introduced 
another open collaborative dictionary (Wikipedia6) to further expand the term. For 
example, the term Nokia has no corresponding information stored in WordNet; on the 
other hand, Wikipedia contains an entry page about this term. By ranking the words 
(excluding stop-words) in the entry page based on frequencies, we can select the top 
five terms to be part of our list of expanded terms. In this example, those terms would 
be mobile, phone, network, company, and telecommunication.  

Co-occurrence in the linguistic sense can be interpreted as an indicator of 
semantic proximity. Certain words often appear together with other words and 
phrases. We assumed that the Web documents D similar to the triggering page would 
share common topics t. Then by inspecting the terms in these documents we can 
construct a co-occurrence list for topic t. Hence, the final term expansion technique 
we applied is a web-based method. For efficiency, we simply took the Ttitle∪Tfrequency 
to represent the blog’s topics t. For each topic, we used this to retrieve the top three 
ranked documents D from the search engine. Then, we adopted the LODR (Logarithm 
of the Odds Ratio) formula to recognize topic-related words in D, as shown in Figure 
3. We first obtained a sentence set containing the topic words of D. Then, the 
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sentence set is split into two subsets comprising topic words and other words, 
respectively. Finally, the LODR formula is used to generate associated terms that 
occur frequently together with a topic word, as follows: 
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where, T is the topic word, wi is any word in a set of other words. Let p be the 
probability that a word, wi, co-occurs with any of the topic words. That is, 

p = Pr (wi | sentence containing topic words)              (4) 
Also, let q be the probability that wi co-occurs with non-topic words. The formula for 
the occurrence probability of the word wi with non-topic words is shown below:  

q = Pr (wi | sentence excluding topic words)               (5) 
If LODR (wi, T) > δ (where, δ is a threshold), then wi is considered an associated term 
that topic words co-occur with.  
3.3   Page-Ad Matching 

We can regard the sentiment-oriented contextual advertising issue as a traditional 
information retrieval problem, that is, given a user’s query q, the IR system returns 
relevant documents d according to the query content. Hence, we modeled a triggering 
page p and relevant ads a with a user’s query q and corresponding documents d, 
respectively. In general, the most frequently used data representation in text mining is 
the bag-of-words approach. Thus, for our data representation, we used the vector 
space model (VSM), which is a way of representing documents through the words 
that they contain. Pages and advertisements are represented as weights in an n-
dimension space. Let wi,p be a weight associated with a term ti on a page p and let wi,a 
be a weight associated with a term ti in an ad aj. Then, the page vector p

r  is defined 
as = {wp

r
1,p, w2,p,…,wt,p} and the vector for an ad aj is defined as a = {wr

1,j, 
w2,a,…,wt,a}. Moreover, the weight of each vector can be assigned either a boolean 
value or a tf-idf (term frequency – inverse document frequency) value. Here we 
adopted the tf-idf weight. The vector model evaluates the degree of similarity between 
two documents in terms of the correlation between two vectors. Hence, the ranking of 
the page p with regard to the ad a is computed by the cosine similarity function, that 
is, the cosine of the angle between the vector p

r  and the vector a
r :  
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Generally, the goal of ontology mapping is to compute the domain of two 
ontologies which are semantically related at a conceptual level. Hence, in addition to 
the cosine similarity score, we also considered the terms ontology mapping between a 
page and an ad to estimate the degree of similarity. Since the page and the 
advertisement may match many categories, it is difficult to design a common 
ontology that is appropriate in every case. Therefore, we simply took the WordNet 
that contains general terms as an intermediate ontology to map the nouns included in 
the page and in the ad. Our proposed mapping function mainly considers the 
relationships and distances between terms. The relationship can be divided into 
symmetric and asymmetric relationships. An asymmetric relationship Relasym is one 
whose source and target synonym sets have lineages with a definite divergence point. 



The common parent index is the index of the node in the relationship that represents 
this divergence point. For example, in finding a hypernym relationship between dog 
and cat, the relationship is dog -> canine -> carnivore; cat -> feline -> carnivore. Both 
the ancestry of “dog” and “cat” diverge at “carnivore,” so the common parent index is 
2; and the distance between them is 4, so we used the inverse distance for the Relasym 
value. For a symmetric relationship Relsym, an example of a relationship would be the 
synonym. For example, the term gondola is one of the synonyms for a car, which 
occurs at a depth of four consistent with the conceptual hierarchy. The distance is 4 
and the inverse depth is chosen for the Relsym value. Given a page-ad pair, the degree 
of similarity of term ontology mapping is calculated through:  
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where, ti and tj is any noun included in the page and the ad respectively, and the 
parameter α (default value of 0.2) determines the relative weight of the symmetric and 
asymmetric relationships.  

According to above the description of our similarity formula, we formally 
defined the relevance score of an ad and a page as a linear combination of the cosine 
function score and ontology mapping score: 

OntoCos SimSimpaScore )-(1  ) ,( ββ +=                  (8) 
where the parameter β determines the relative importance of the cosine similarity and 
ontology mapping score.  

4   Experimental Results 
In this section, we focus on our two experiments, namely, sentiment detection 

and page-ad matching. We begin by describing the dataset and metrics used, and we 
then proceed to a discussion of the experimental results.  
4.1   Datasets 

To evaluate sentiment detection performance, we collected data from 
epinions.com and used this as our training dataset for building a learning classifier 
model. The dataset from epinions.com expresses positive and negative user 
experiences on specific fields of web pages. Hence, we adopted the labeling method 
proposed in [8] to automatically mark the positive, negative and neutral sentences. 
We examined 32,304 reviews, with an average number of sentences in per review of 
29. For page-ad matching, because of the lack of large-scale ad databases, we first 
chose general topic words as query terms to request web pages from search engine. 
About 10,000 pages were retrieved and we placed these pages on an ad-crawler 
platform to obtain the corresponding ads assigned by Google AdSense. Our ad-
crawler was similar to a generic blog website that can be embedded in a JavaScript 
module and we totally collected 104,094 ads. Unfortunately, we were unable to obtain 
hidden information about the ads, such as the ad keywords. Hence, for each ad and its 
landing page, we first generated a set of seed terms consistent with the rules discussed 
in Section 3.2; we then submitted them to keyword suggestion toolkits (e.g., Google 
AdWords7) to obtain the top 5 most popular terms and thereby approximate the likely 
advertiser keywords.  
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Our triggering page collection comprised 150 blog pages on various topics. It 
included a range of opinions and comprised various subjective articles (100 positive 
(neutral) and 50 negative articles). We selected triggering pages according to the ratio 
of positive and negative sentences, that is, if the ratio of positive to negative sentence 
was over 4:1, we regarded a triggering page as positive, and vice versa. In our 
experiments, we tried not to restrict triggering to specific domains. To acquire the 
POS tag, we adopted the GENIA Tagger developed by the University of Tokyo8. In 
addition, we preprocessed the full text of a triggering page with its expanded terms 
and the ads (including ad’s abstract and its title) with their expanded terms by 
removing stop words and one-character words, followed by stemming [12].  
4.2   Evaluation of Sentiment Detection 

The goals of this section was similar to [8]: the first is to explore how well the 
positive and negative detection model with different approaches on the data collected 
from epinions.com; and the second is to investigate how well the trained model 
performed on a different data source (150 triggering pages).  

For the epinions.com data, we compared various methods as described in Section 
3.1 for sentiment detection. We adopted a ten-fold cross validation mechanism for 
learning algorithm. Table 1 shows subjective sentence identification results. The 
baseline system assigned all sentences as opinions and achieved a precision of 31.6%. 
Our results show that better precision (64.40%) and recall (65.25%) performance 
appeared using SVM with unigram features.  

Table 1. Subjective sentence identification results. 
Approach Precision Recall F-measure 

SVM with unigram 64.40 % 65.25 % 64.66% 
SVM with opinion-bearing words 63.83 % 65.18 % 64.50 % 

Baseline 31.60 %  
For the sentiment classification experiment, we used the results of sentiment 

identification as input. The goal of this experiment was to classify the subjective 
sentence into a suitable class (i.e., positive or negative). Since our two linear models 
are not classified into two steps in the task of sentiment detection, the meaning of 
final results in linear models is identical to that of sentiment classification. 

Table 2. Positive and negative sentence classification results. 
Approach Precision Recall F-measure 

SVM with unigram 52.03% 56.11% 54.0% 
SVM with opinion-bearing words 51.20% 57.81% 54.3% 

Linear model 1 39.10% 29.52% 33.64% 
Linear model 2 32.90% 32.53% 32.71% 

Baseline 42.1%  

Table 2 shows results for sentiment classification experiment. The baseline system 
determined that all sentences featured negative opinions and achieved 42.1% 
precision. The results clearly show that better precision (52.03%) and recall (57.81%) 
performance are respectively produced by the SVM with unigram and by an SVM 
with opinion-bearing words. Moreover, the SVM approach outperformed the baseline 
system around 10% in terms of precision. However, the results indicate that the F-
measures of 33.64 % and 32.71 % are respectively produced by linear model 1 and 
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linear model 2. Although the two linear models produced unsatisfactory results with 
performance of only about 30%, they still approximated the baseline system. 

According to the above results, it seems reasonable to infer that the SVM with 
unigram feature model has no significant effect to one which uses opinion-bearing 
words. Furthermore, using an SVM algorithm to detect sentiment seems more 
appropriate than using linear models.  

For the dataset of triggering pages, owing to a lack of training data, we chose 
SVM with unigram features to train a model on the epinion.com dataset. We then 
applied this model to our triggering page dataset. In order to get a reasonable 
evaluation, human experts had to annotate the entire triggering page set. The 
subjective sentences contained 976 positive and 458 negative sentences. We 
conducted similar sentiment identification and classification step and the results are 
shown in Table 3. On average, we respectively achieved an F-measure of about 65% 
and 58% in sentiment identification and classification step. Although the triggering 
pages covered various topics (few intersected with epinions.com’s), the results are 
consistent with the epinions.com data. It seems reasonable to conclude that our 
trained sentiment classifier models are not limited to a few specific domains.  

Table 3. System results for triggering pages. 
Detection Task Precision Recall F-measure

Identification 64.76% 66.10% 65.42% 
Classification 56.17% 62.12% 58.99% 

4.3   Evaluation of Page-Ad Matching 
The goal of this section is to investigate to what extent the ad placements are 

actually related to the positive (and neutral) aspects of the triggering pages. To 
evaluate our page-ad matching framework, we compared the top-10 ranked ads 
provided by three different ranking methods, namely our proposed approach with 
sentiment detection (here we used the classifier learned from SVM with unigram 
features as sentiment detection model), our proposed approach without sentiment 
detection, and Google AdSense. No more than 30 ads were retrieved and inserted into 
a pool for each triggering page. All the advertisements in each pool were manually 
judged by experts. By comparing with Google AdSense, we only measured the 
accuracy for this experiment. The experts regarded an ad related to the positive 
(neutral) aspects of the triggering pages as a target. Table 4 shows the results for three 
page-ad matching methods, it indicated that the proposed approach with sentiment 
mechanism can yield best performance (74.1%) than other approaches (60.0% for our 
method without sentiment detection and 52.5% for Google AdSense). According to 
Table 4, these results lead us to the conclusion that our sentiment-oriented contextual 
advertising framework can place ads that are related to the positive (and neutral) 
content of triggering pages.  

Table 4. Accuracy of page-ad matching. 
Method Accuracy

With Sentiment Detection 74.1% 
Without Sentiment Detection 60.0% 

Google AdSense 52.5% 
The goal of our next experiment was to explore our SOCA in detail. We selected 

the top 10 ranked ads provided by three matching mechanisms, namely cosine, 
ontology function and a combination of cosine and ontology (Cos+Onto). We thereby 



ensured that no more than 30 ads would be retrieved and inserted into a pool for that 
triggering page. All the advertisements in each pool were manually judged by experts. 
To quantify the precision of our results, we applied an 11-point averaged figure. Since 
it is quite difficult to evaluate our entire ad collection, our recall values were only 
relative to the set of judged advertisements. The results are shown in Figure 4. Each 
data point corresponds to the precision value calculated at a certain percentage of 
recall. The results clearly indicated that using the Cos+Onto with default β = 0.8 can 
achieve better performance than the use of cosine (β = 1) and ontology (β = 0) alone.  

In addition to the precision-recall curve, we also used another presentation 
involving two quality measures (Precision@K and mean average precision (MAP)) to 
assess matching results. The results are displayed in Figure 5. It is clear that the 
cosine and ontology approach can generate MAP of around 39% and 29%, 
respectively; besides, improved performance (of around 43%) can be produced by 
Cos+Onto. As shown in these figures, the results based on cosine similarity are 
apparently very powerful and consistently superior than using ontology alone. 
However, the combination of cosine and ontology does offer a slightly positive effect.  
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  Fig. 4. Precision-Recall 11-point curve.        Fig. 5. The performance of the three  
                                                matching strategies 

5   Related Work 
Several studies pertaining to advertising research have stressed the importance of 

relevant associations for consumers [10] and how irrelevant ads can turn off users and 
relevant ads are more likely to be clicked [4]. They show that advertisements that are 
presented to users who are not interested can result in customer annoyance. Thus, in 
order to be effective, the authors conclude that advertisements should be relevant to a 
consumer’s interests at the time of exposure. As for contextual advertising, Ribeiro-
Neto et al. [13] proposed a number of strategies for matching pages to ads based on 
extracted keywords. The winning strategy required the bid phrase to appear on the 
page, and then ranked all such ads using the cosine of the union of all the ad sections 
and the page vectors. In follow-up research [9], the authors proposed a method to 
learn the impact of individual features using genetic programming to generate a 
matching function. The function is represented as a tree comprised of arithmetic 
operators and functions as internal nodes, and different numerical features of the 
query and ad terms as leaves. The results show that genetic programming can identify 
matching functions with significantly improved performance compared to the best 
method proposed in [13]. However, due to the vagaries of phrase extraction, and the 



lack of context, approaches based on “bid phrases” leads to many irrelevant ads. To 
overcome this problem, Andrei et al. [2] proposed a system for contextual ad 
matching based on a combination of the keyword (syntactic) and classification 
(semantic) score. The keyword score is defined as the cosine of the angle between the 
page and the ad vectors. For the semantic score, it relies on the classification of pages 
and ads into about 6000 nodes within a commercial advertising taxonomy to 
determine topical distance. Even if several prior studies have proved that the 
relevance has a definite impact on contextual advertising and on the proposed 
effective ranking function that matches ads with pages, they neglect sentiment in the 
assignment of relevant ads. In this study, in addition to considering general syntactic 
(keyword) and semantic (ontology) matching, we further investigate the importance 
of sentiment analysis for improved contextual advertising.  

Sentiment classification has been pursued in multiple ways. While most 
researchers use a supervised approach [14], [18], others use an unsupervised approach 
[15], [20]. They can be classified into three different levels: words, sentences and 
documents [19]. Hatzivassiloglou and McKeown [6] described an unsupervised 
learning method for identifying positively and negatively oriented adjectives with an 
accuracy of over 90%. Turney [15] showed that it is possible to use only a few of 
those semantically oriented words (namely, “excellent” and “poor”) to label other 
phrases co-occurring with them as positive or negative. These phrases were 
subsequently used to automatically separate positive and negative movie and product 
reviews, with accuracies of 66-84%. Pang et al. [11] adopted supervised machined 
learning with words and n-grams as features to predict orientation at the document 
level; they achieved up to 83% precision. Kim and Hovy [8] presented a system that, 
given a topic, automatically finds those people who hold opinions about this topic and 
the sentiment of each opinion. Their system used a sentiment words list and WordNet 
to classify the opinions at the word and sentence level. In their subsequent research 
[7], they focused on the identification of pro and con reasons in online reviews. 
Lexical (n-grams), positional and opinion-bearing word feature sets were used in a 
maximum entropy model to extract pros and cons from review sites. In this paper, we 
adopted Kim’s concept to quickly build a sentiment detection model. The major 
difference between Kim’s model and ours is that we adopted the SVM learning 
algorithm because it is a well-known learning method that is widely used for 
classification and regression. Besides, we further compared the effects by using 
learning algorithm with different feature sets and linear models.  

6   Conclusion 
In this study, we proposed and evaluated a novel framework for associating ads 

with blog pages based on sentiment analysis. Prior work to date has only examined 
the extent of content relevance between pages and ads. In this paper, we investigated 
the sentiments of blog pages and utilized this information to demonstrate sentiment-
oriented contextual advertising. For sentiment detection, we compared machine 
learning-based algorithm with different feature sets and two linear models. Besides, 
we used the epinions.com data source for training. The results showed that using 
SVM can outperform linear models around 10 %. The best performance on sentiment 
detection may be as much as 54% in terms of F-measures. As for page-ad matching, 
we evaluated our framework using 150 blog pages and over 100,000 ads sampled 



from Google AdSense. First, we compared SOCA with Google AdSense and found 
that our proposed method with sentiment detection can achieve superior performance 
(74.1% precision). To analyze our SOCA in detail, we evaluated three matching 
strategies (i.e., cosine similarity, ontology similarity and the combined approach). The 
results indicated that the three proposed approaches can assign relevant ads to the 
positive (and neutral) aspects of a blog page. Besides, the combined approach has a 
better performance than cosine and ontology independently.  

In the future, we intend to conduct a more comprehensive analysis of our model 
and explore the effectiveness of sentiment detection using different machine learning 
algorithms (such as HMM and CRF). We may also apply the concept of topic analysis 
to pages and ads to enhance their performance.  
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