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KARUSH-KUHN-TUCKER cecs

(KKT) CONDITION T

Definition 20.1 An inequality constraint g;(x) < 0 is said to be active at z* if
g;j(xz*) = 0. Itis inactive at =" if g;(z*) < 0. |

Definition 20.2 Let x* satisfy h(z*) = 0, g(z*) < 0, and let J(z*) be the index
set of active inequality constraints, that is,

J(z*) = {j : gj(=*) = 0},
Then, we say that 2* is a regular point if the vectors
Vhi(z"), Vg,;(z%), 1<i<m, je J(z7)

are linearly independent. |
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Theorem 20.1 Karush-Kuhn-Tucker (KKT) Theorem. Let f.h,g € C'. Let z*

be a regular point and a local minimizer for the problem of minimizing f subject to
hiz) =0, g(x) < 0. Then, there exi R™ and pu* € B? such that

3. wTg(z*)=0. @_f@*, . W U.q)=D

e Implication O
oI gilx") < 0, then ui™=0 PLR”) "éwpé (@)
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Example 20. 1 A graphlcal illustration of the Karush-Kuhn-Tucker (KKT) theorem eeeo e

. In this two-dimensional cxample we have only inequality .::
s Jj = 1,2,3. Note that the point 2* in the figure is indeed a :0
minimizer. The constraint gs(x) < 0 is inactive, that is, gs(x*) < 0: hence u3 = 0.

By the KKT theorem, we have

Vix*) +puiVai(z*) + u3Vga (") =0

or, equivalently,
() G s

Figure 20.1 lllustration of the Karush-Kuhn-Tucker (KKT) theorem



KKT necessary condition

1. u* > 0;
2. Df(z*) + A*TDh(z*) + p*T Dg(z*) = 07;
3. u*Tg(z*) =0;

v 4, h(z*) = 0;

/5. g(z*) £ 0.




Proof of KKT Theorem

o Let x* be ular local) minimizer of [] on

the set {X: h(J—O g(x)L10}
e Then x* is also regular on the set {x._h(x)=

“&gé)igv JDJ(X
e From Lagrange’s theorem
Df(z*) + A*' Dh(z*) + p*T Dg(z*) = 07,

)

e Implication: all j[1 J(x*), we have u;*=0;



Proof of KKT Theorem (Cont.) |22

1
jj <o k‘/\‘"/b
e Show uj*[] 0 by contradiction  2=° #4~>°

o Suppose u*<0, then Dgj(x*)y[10 721 *".
o Consider Lagrange condition

@!f@@«L 43D0,(a") +5" i Daa") = 07
y e v

o Implicatior ps(z*)y = —u*Dg;(z*)y.

j
Df(z")y <0.

< 0;(@(t")) = Dogy(a")y <0,

Because the points z(t), t € (t*,t* + min(4, )], are in S, they are feasible points
with lower objective function values than z*. This contradicts the assumption that
x* is a local minimizer, and hence the proof is completed. i



Maximization Problem

_maximize  f(x) i = 6<)
subject to h(z) =0
g(z) <0,
1. u* > 0;

2. =Df(z*) + A" Dh(z*) + u*TDg(z*) = 07;

3. pTg(z*) =0;
4, h(z*) = 0;
5. g{xz®) <0.




Minimize A similar problem

maximize  f(@)  win —f60
subject to h(z) =10

bl




Example 20.3 In Figure 20.3, the two points &; and &, are feasible points, that is, »

g(xy) > 0and g(x3) > 0, and they satisfy the KKT condition. :
The point z; i1s a maximizer. The KKT condition for this point (with KKT

multiplier p; ) is:

L. py 2 0; :;Cx)

2,0
2. V(@) + m V(@) = 0: sk 900

3. mg(z,) =0
4. g(:cl) Z 0.

The point 5 is a minimizer of f. The KKT condition for this point (with KKT
multiplier po) is:

L p2 <05

2. Vf(z2) + p2Vg(z2) = 0;
3. pag(xy) =0;

4. g(xzg) > 0.
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Example 20.4 Consider the problem ::: <
o000
minimize f(zy,22) oo
=X
subject to ry,x9 2> 0, @ ‘ ) 7

— 8—,,& X2 2 D

(flarz) =2 + 25 4 z12s - 3.

The KKT condition for this problem is
L= sl < 05
_ 7.
2 iﬁﬂm A D1y = M
‘-—_\

3. uTz=0; x4 MH=0
4. = > 0.

[pr)=on + 2225 225
M D;;C‘ :[ L) O]
‘u\- leo():(oj /} o

where




Second Order Conditions

‘< <
Vix*)
- \ Y "
H1 'I02 'ICg

Figure 20.4 Some possible points slisfying the KKT condition for problems with positive ,
constraints (adapted from (9])
X170 Xv2?




Theorem 20.3 Second-Order Sufficient Conditions. Suppose f,g,.h € C? and ::::

there exist a feasible point x* € R" and vectors \* € R™ and pu* € RP, such that: :: o
VI p* >0, D‘i(a:‘) + AT Dh(z*) + u‘TDg(aF:f, plg(x*) =0;and | ®

V" 2. For al T(z*,u*), y # 0, we have yT L(z*, A", u*)y > 0.
e —_—
Then, x* is a strict local minimizer of f subject to h(z) = 0, g(z) < 0. O

Proof. For a proof of this theorem, we refer the reader to [64, p. 317]. |



Example 20.5 We wish to minimize f(z) = (z; — 1)* + 2 — 2 subject to
h(z) = z2—2-1=0, Pff(x)'{zfx\“)) [J
g(z) = z1+x2-2%0. ;

Forallz € R?, wehave M )-(‘3(’()’30

Dh(z) ={-1,1), Dg(z) = [1,1].

Thus, Vh(x) and Vg(x) are linearly independent and hence all feasible points are
regular. We first write the KKT condition. Because D f(x) = [2x, — 2, 1], we have

Df(z) + ADh(z) + uDo(z) = 22, 2= Y4 w13+ = 07
‘y(z; + zp —)2) = 0
p 2 0
o~ -1 = 0 v
Ty +22—-2 < 0.

/ZY\ "2.“>\~[.. ;11"" O
I+ X # M =D
< U+~ )’)":'b
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