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摘 要：  

      Machine Learning has captured tremendous successes to solve difficult 

problems but requires a high amount of computation to sustain the 

training accuracy in deep neural network (DNN) models. At the end of 

technology scaling, general-purpose processors are hard to accelerate 

DNN applications significantly because of their complicated operating 

overheads. As a result, people start to look to alternative computer 

architectures with lower overhead to continue scaling of performance and 

energy efficiency. For instance, Google has released TPU to accelerate 

its machine learning workloads.  

In this talk, I will introduce the domain-specific accelerator (DSA), 

which is a hardware computing engine and specialized for a particular 

domain of applications. This DSA has successfully accelerated 

applications in deep learning, graphics, bioinformatics, image 

processing, etc.. Thus, in this talk, I will first characterize machine 

learning workloads and raise needs to apply the DSA in machine learning 

workloads. Second, I will delve into recent DSA architectures and present 

their limitations. Finally, I will discuss some possible methodologies 

to make DSA better. 
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